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asymptotic $\chi^2$ approximation for $\Lambda$ in many cases for small $P$-values, where the $\chi^2$ approximation for $X^2$ is more often still satisfactory.

The factors $F_i'$ etc. are bad overestimates, and show the need to use mixtures of Dirichlet distribution, as advocated in Good (1965a), and as were used in the more comprehensive work on multinomial significance tests.

Note that, as we expected, FRAct (or rather the absolute value of its logarithm) is not large, i.e., the row and column totals do not give much evidence against $H$.

14. New literature on the Dirichlet approach. After this paper was submitted, a paper on the “Dirichlet” approach to two-dimensional contingency tables was published by Günel and Dickey (1974). It generalized the model of Good (1950, 1965) by using general (but unmixed) Dirichlet distributions instead of symmetric ones. My reason for using symmetric Dirichlets, for the most part, is the same as was mentioned in the analogous work on the multinomial distribution (Good (1967), page 430), namely that “my aim was to use the simplest model that makes reasonable sense.” The use of mixtures of general Dirichlet distributions would be somewhat complex. This is not by any means to deny that the general Dirichlet distributions (and their mixtures) are of use, so that Günel and Dickey’s paper may be regarded as complementary to the present one.

Acknowledgment. I am indebted to James F. Crook for interaction and fellowship which kept these problems in continual focus during a critical phase of the work.

APPENDIX A

The enumeration of arrays

A1. Brief review of the literature. The problem of enumerating arrays with given marginal totals, that is, of evaluating $A((n, \cdot), (\cdot, \cdot))$, in the notation of Section 5, has been attacked in the literature of combinatorics. The generating function (5.6) with $k = 1$ is easily seen, but simple “explicit” formulae for the number of arrays are known only in a few special cases. We shall discuss (5.6) again in Appendix B.

It may be noted that $A((n, \cdot), (\cdot, \cdot))$ is equal to the number of ways that $r$ types of objects can be distributed in $s$ boxes, so that there are altogether $n_i$ objects of type $i$, and there are $n_j$ objects in box $j$. This interpretation is mentioned, for example, for the case where $r = s$ and all marginal totals equal $n$, by Nath and Iyer (1972).

When $r = s$ and all the marginal totals are equal to $n$, we write $A(n, r \times r)$ for $A((n, \cdot), (\cdot, \cdot))$. Obviously

\begin{equation}
A(n, 1 \times 1) = 1, \quad A(n, 2 \times 2) = n + 1
\end{equation}

and it was proved by MacMahon ((1915–1960), 2 161) that

\begin{equation}
A(n, 3 \times 3) = \left(\begin{array}{c} n \\ 2 \end{array}\right) + 3\left(\begin{array}{c} n \\ 3 \end{array}\right).
\end{equation}
These numbers were tabulated in 1856 (see Sloan, 1973, page 142) and were called "doubly triangular numbers," because they happen to be equal to the triangular numbers of triangular numbers. The interpretation in terms of arrays was not then known.

Gupta, in Anand, Dumir and Gupta (1966), conjectured that

\[ A(n, r \times r) = \sum_{i=0}^{n-2 \log (r-1/3)} c_i \binom{n+r-1}{r+i} \]

where the coefficients \( c_i \) are independent of \( n \). This conjecture was proved by Stanley (1973). Based on this conjecture, Anand, Dumir and Gupta obtained the formula

\[ A(n, 4 \times 4) = \binom{4}{1}^2 + 20 \binom{4}{2}^2 + 152 \binom{4}{3}^2 + 352 \binom{4}{4}^2. \]

Stein and Stein (1970) also assumed Gupta’s conjecture, and used a branching algorithm, the idea of which they attribute to MacMahon, to evaluate \( A(n, r \times r) \) for enough values of \( n \) to obtain the coefficients for the cases \( r = 5 \) and 6, namely:

\[\begin{align*}
A(5, 5 \times 5) & = 1, 115, 5390, 101275, 858650, 3309025, 4718075, \\
A(6, 6 \times 6) & = 1, 714, 196677, 18941310, 809451144, 17914693608, 15642484909560, 1466561365176.
\end{align*}\]

In addition, Stein and Stein give tables of the exact values of \( A(n, r \times r) \) for \( r = 4, 5 \) and 6 with \( n = 1(1)11 \); and for \( n = 2, 3, 4 \) and 5 with \( r = 1(1)5 \). For example, \( A(5, 15 \times 15) = 1.9208 \ldots \times 10^9 \).

Anand, Dumir and Gupta (1966), give the formula

\[ \sum_r A(1, 2, r \times r) x^r/(r!)^2 = e^{x^2/(1-x)}^{-1}, \]

which is of the form called a “double exponential generating function” by Stanley (1975).

Some other results can be inferred from Abramson and Moser (1973). For example, the number of \( r \times 3 \) arrays with all row totals equal to \( n \), and column totals \( \mu \), \( \nu \), \( mn - \mu - \nu \) (\( n \geq \mu, n \geq \nu, r \geq 2 \)).

A2. Approximations to the number of arrays. Approximations to \( A((n_1, (n_2, \ldots, (n_s, r))) \) have already been mentioned or suggested in (6.5), (6.6) and (6.8). An intuitive interpretation of (6.5) can be given: Imagine each row total to be partitioned into the \( s \) cells in its row giving a table \( T_1 \), and each column total partitioned into the \( r \) cells in its column giving a table \( T_2 \). From the point of view of someone who did not know the marginal totals, each table \( T_1 \) and \( T_2 \) could be regarded as more or less a random table of sample size \( N \). Thus the "probability" that \( T_1 \) and \( T_2 \) are identical might be roughly equal to the reciprocal of the number of ordered partitions of \( N \) into all \( rs \) cells.