


Cunningham devotes §§ 8–10 (pp. 220–223) to the number of terms in devertebrate and vertebrate axisymmetric determinants. There is an oversight, however, in his reasoning, and his results are correct only as far as the fifth order. He concerns himself also (§ 14) with the number of k-line minors in an n-line axisymmetric determinant.

Roberts’ difference-equation for the number of distinct terms is

\[ u_n - u_{n-1} - \frac{1}{2}(n-1)(n-2)u_{n-2} = 0, \]

and Cayley establishes it by taking his own, namely,

\[ u_n - u_{n-1} - \frac{n(n-1)}{2}u_{n-2} = 0 \]

or, say,

\[ E_n = 0, \]

and showing that the other is

\[ E_{n-1}(n-1)E_{n-1} = 0. \]

The first eight values of \( u_n \) he finds to be:

1, 2, 5, 17, 73, 388, 2161, 18156, . . .

Roberts himself identifies the problem with that of finding “the number of distinct ways in which 2n things, two of a sort, can be made into parcels of 2.”

PAINVIN, L. (1874).


A clear exposition of the mode of obtaining the axisymmetric eliminant of two equations in \( x \).

SEELIGER, H. (1875).


With the help of an unwieldy multiple-sigma representation of the elements of a power-determinant Seeliger arrives at Sylvester’s improved proposition of 1852 regarding the \( p^* \) power of an axisymmetric determinant. To this he adds the statement that the four modes of performing the multiplication lead to the same result. Another proposition is that the \( p^* \) power of a vanishing two-line determinant is axisymmetric.

He next investigates the consequences of the simultaneous vanishing of a determinant and one of its primary minors, say the determinant \( |a_1b_1d_1d_2| \) and \( B_2 \). Since all the two-line minors of the adjugate must vanish, he has of course

\[ a = |A_1B_2| = |A_2B_3| = |A_3B_4| \]

\[ = |C_1B_3| = |C_2B_4| = |C_3B_5| \]

\[ = |D_1B_3| = |D_2B_4| = |D_3B_5| \]

and

\[ 0 = A_3B_1 = A_2B_2 = A_1B_3 \]

\[ c = C_3B_1 = C_2B_2 = C_1B_3 \]

\[ d = D_3B_1 = D_2B_2 = D_1B_3 \]

from which it is easy to see that

either

\[ 0 = A_3 = C_3 = D_3 \]

or

\[ 0 = B_3 = B_2 = B_1. \]

The general result is that if a determinant and one of its primary minors, \( M \), vanish, then the other primary minors which are in the same row of the adjugate with \( M \) must also vanish, or those which are in the same column. As a corollary it is added that when in addition \( \Delta \) is axisymmetric and \( M \) is coaxial, there is no alternative.

Following on this is a proposition less readily acceptable, namely:

If an n-line axisymmetric determinant and n-2 of its primary coaxial minors simultaneously vanish, then all the other primary minors vanish also. It is at once seen that after the application of the preceding corollary the only elements of the adjugate that require
WOLSTENHOLME, J. (1878).

[Mathematical Problems... 2nd edition. x+180 pp. London.]

Under No. 1627 (1), (2), Wolstenholme gives

\[
\begin{vmatrix}
-2a & a+b & a+c \\
 b+a & -2b & b+c \\
 c+a & c+b & -2c \\
\end{vmatrix}
= 4(b+c)(a+c)(a+b),
\]

and Ferrers' result of 1876, the latter of which includes No. 1627 (1), No. 1630, so far as it is correct, is identical with a result of Caldarera's of 1871, and is included in one of Baltzer's of 1861. No. 1633 asserts that

\[
\begin{vmatrix}
\cos a & \cos(a+\beta) & \cos(a+\beta+\gamma) \\
\cos a & 1 & \cos(a+\beta+\gamma) \\
\cos(a+\beta) & \cos\beta & 1 \\
\cos(a+\beta+\gamma) & \cos(\beta+\gamma) & \cos\gamma \\
\end{vmatrix}
= 1
\]

and all its primary minors vanish, a fact which we may verify for ourselves by showing that it equals

\[
\sin^2 a \cdot \sin^2(a+\beta) \cdot \sin^2(a+\beta+\gamma) \cdot 1 = 1
\]

SYLVESTER, J. J. (1879).


This interesting paper, which is based unconsciously on Cauchy's expression of a substitution as a quasi-product of circular substitutions (Hist. i. pp. 101, 304-305) deals with the number of terms in axisymmetric and skew determinants. In addition to previously known results he asserts (p. 93) that if \( u_n \) be the number of distinct terms in an "incomplete" (i.e. zero-axial) axisymmetric determinant, then

\[
u_n = (n-1)(u_{n-1} + u_{n-2}) - \frac{1}{2}(n-1)(n-2)u_{n-3},
\]

thus giving

\[
0, 1, 6, 22, 130, 822, \ldots
\]

for the first seven values of \( u_n \).

### Chapter IV.

**Symmetric Determinants That Are Not Axisymmetric, From 1862 to 1879.**

The two kinds of determinants that are here considered are exemplified by

\[
\begin{vmatrix}
\alpha_1 & \beta_1 & \gamma_1 & \delta_1 \\
\alpha_2 & \beta_2 & \gamma_2 & \delta_2 \\
\alpha_3 & \beta_3 & \gamma_3 & \delta_3 \\
\alpha_4 & \beta_4 & \gamma_4 & \delta_4 \\
\end{vmatrix}

\begin{vmatrix}
\alpha_1 & \beta_1 & \gamma_1 & \delta_1 \\
\beta_2 & \beta_2 & \gamma_2 & \delta_2 \\
\gamma_3 & \gamma_3 & \gamma_3 & \gamma_3 \\
\delta_4 & \delta_4 & \delta_4 & \delta_4 \\
\end{vmatrix}
\]

In the first kind the \( i \)th row from the end is, when reversed, the same as the \( i \)th row from the beginning,—a peculiarity which, as a consequence, is found also in the columns: a fitting name for it is centro-symmetric. In the second kind each column has only two distinct elements, one in the intersection with the diagonal, and the other occupying all the remaining places. If each row be multiplied by the element which does not appear in the row, the result is an axisymmetric determinant; for example,

\[
\begin{vmatrix}
\alpha_1 \cdot \alpha_2 & \beta_1 \cdot \beta_2 & \gamma_1 \cdot \gamma_2 & \delta_1 \cdot \delta_2 \\
\alpha_2 \cdot \alpha_3 & \beta_2 \cdot \beta_3 & \gamma_2 \cdot \gamma_3 & \delta_2 \cdot \delta_3 \\
\alpha_3 \cdot \alpha_4 & \beta_3 \cdot \beta_4 & \gamma_3 \cdot \gamma_4 & \delta_3 \cdot \delta_4 \\
\alpha_4 \cdot \alpha_1 & \beta_4 \cdot \beta_1 & \gamma_4 \cdot \gamma_1 & \delta_4 \cdot \delta_1 \\
\end{vmatrix}

\begin{vmatrix}
\alpha_1 \cdot \alpha_2 \cdot \alpha_3 \cdot \alpha_4 \\
\beta_1 \cdot \beta_2 \cdot \beta_3 \cdot \beta_4 \\
\gamma_1 \cdot \gamma_2 \cdot \gamma_3 \cdot \gamma_4 \\
\delta_1 \cdot \delta_2 \cdot \delta_3 \cdot \delta_4 \\
\end{vmatrix}
\]

An \( n \)-line determinant of the first of these kinds evidently involves \( 2n^2 \) variables when \( n \) is even and \( \frac{1}{2}(n^2+1) \) when \( n \) is odd; an \( n \)-line determinant of the second kind involves only \( 2n \).
arrives at formulæ in which functions of both the forms \{\}, [\] appear; for example,

\[
[321'(1)'] \cdots [13'(2)'] + [12'(3)'],
\]

where \([23],\) \((1)', \ldots\) stand for the complementaries of \((23),\) \((1), \ldots\)

We may note that Tanner might have expressed the odd-ordered functions

\[
\begin{array}{c|cccc}
\{a\} & \{b\} & \{c\} & \{d\} & \{e\} \\
\hline
\& \{f\} & \{g\} & \{h\} & \{i\} \\
\end{array}
\]

also as Pfaffians, namely,

\[
\begin{vmatrix}
 y_1 & y_2 & y_3 & y_4 & y_5 \\
 y_6 & y_7 & y_8 & y_9 & y_{10} \\
 y_{11} & y_{12} & y_{13} & y_{14} & y_{15} \\
 y_{16} & y_{17} & y_{18} & y_{19} & y_{20} \\
 y_{21} & y_{22} & y_{23} & y_{24} & y_{25} \\
\end{vmatrix} = (2^{25} + a_1 x_1 + b_1 x_2 + c_1 x_3 + d_1 x_4 + e_1 x_5)
\]

ROBERTS, S. (1879).

[Note on certain determinants connected with algebraical expressions having the same terms as their component factors. *Messanger of Math.,* viii. pp. 138-140.]

Starting with Lagrange’s identity

\[
(x^2 + a_1 x + b_1 x + c_1 x + d_1 x + e_1 x)(x^2 + a_2 x + b_2 x + c_2 x + d_2 x + e_2 x)
\]

\[
= P^2 + aP_1^2 + bP_2^2 + abP_3^2.
\]

where

\[
P = x_1 - a_1 x_1 - bx_2 - ax_3 + abx_4,
\]

\[
P_1 = x_1 - a_1 x_1 - bx_2 + bx_3 + bx_4,
\]

\[
P_2 = x_1 - a_1 x_1 + bx_2 - bx_3 + bx_4,
\]

\[
P_3 = x_1 - a_1 x_1 + bx_2 + bx_3 - bx_4,
\]

and considering the consequences of

\[
(x^2 + a_1 x + b_1 x + c_1 x + d_1 x + e_1 x)(x^2 + a_2 x + b_2 x + c_2 x + d_2 x + e_2 x)
\]

becoming 0, Roberts deduces the result

\[
\begin{vmatrix}
 a & x & b & c \\
 x & a & b & c \\
 b & c & a & x \\
 c & a & b & x \\
\end{vmatrix} = (x^2 + a_1 x + b_1 x + c_1 x + d_1 x + e_1 x)(x^2 + a_2 x + b_2 x + c_2 x + d_2 x + e_2 x)
\]

and in similar fashion

\[
\begin{vmatrix}
 a & x & b & c \\
 x & a & b & c \\
 b & c & a & x \\
 c & a & b & x \\
\end{vmatrix} = (a^2 + b^2 + c^2 + d^2 + e^2 + f^2 + g^2 + h^2 + i^2 + j^2 + k^2 + l^2 + m^2 + n^2 + o^2 + p^2 + q^2 + r^2 + s^2 + t^2 + u^2 + v^2 + w^2 + x^2 + y^2 + z^2)
\]

Of these two interesting determinants, \(R_1\) and \(R_4\) say, the former is seen to include Souillard’s of 1860, and the latter Sylvester’s of 1867.

Multiplying \(R_1\) in row-by-column fashion by the determinant got from \(R_1\) on changing the signs of \(\xi, \zeta, \eta, \xi\) he obtains a determinant having

\[
\xi^2 + a_1^2 x^2 + b_1^2 x^2 + c_1^2 x^2 + d_1^2 x^2 + e_1^2 x^2
\]

in the places 11, 22, 33, 44, and zeros in all the other places: further, he asserts that all the primary minors have \(\xi^2 + a_1^2 x^2 + b_1^2 x^2 + c_1^2 x^2\) for a factor, and that quite similar properties are possessed by \(R_4\).

It may be added that as the result of an investigation made in 1879 Roberts convinced himself of the non-existence of an \(R_{15}\).

SYLVESTER, J. J. (1879).


The greater part of the space here is devoted to the number of terms in ‘the ’denominator’ of a skew and zero-axial skew determinants. In the latter case the difference-equation is given as

\[
u_n = (n - 1)^2 u_{n-2} - 4(n - 1)(n - 2)(n - 3) u_{n-4},
\]

*See Quart. Journ. of Math.,* xvi. pp. 129-170. The paper also contains an interesting sketch of the history of the problem of representing the product of two sums of 2\(^n\) squares as a sum of 2\(^n\) squares.
and thence the values of $u_2$, $u_3$, $u_6$, $u_9$, ... as

$$1, 6, 120, 5250, ...$$

In the former case the values appear of course as sums of multiples of $u_2^2$, $u_4^3$, ...; for example, for the 7th order the value is

$$1 + C_{7,5} \cdot 1 + C_{7,3} \cdot 6 + C_{7,1} \cdot 120;$$

and the first seven values are

$$1, 2, 4, 13, 41, 226, 1072, ...$$

SYLVESTER, J. J. (1879).


In this is contained an improved form of one of the results just chronicled, namely, that the number of distinct terms in a zero-axial skew determinant of order $2n$ is

$$1 \cdot 3 \cdot 5 \ldots \cdot (2n - 1) \cdot v_n,$$

where $v_n$ is determined from the equations

$$v_n = (2n - 1) v_{n-1} - (n - 1) v_{n-2}, \quad v_0 = 1, \quad v_1 = 1,$$

or from the equation (corrected)

$$v_n = \frac{1 + n + 1 \cdot 5C_{n,2} + 1 \cdot 9C_{n,3} + \ldots}{2n}.$$

A similar statement is made in regard to 'déterminants doublement gauches,' that is to say, determinants which are skew with respect to both diagonals and have both diagonals full of zeros. In such a determinant of the order $4n$ Sylvester says the number of distinct terms is

$$2 \cdot 1 \cdot 5 \ldots \cdot (4n - 2) \cdot w_n,$$

where $w_n$ is determined from the equations

$$w_n = (4n - 3) w_{n-1} - 2n w_{n-2}, \quad w_1 = 1, \quad w_2 = 1,$$

or from the equation

$$w_n = \frac{1 + n + 1 \cdot 9C_{n,2} + 1 \cdot 9 \cdot 17C_{n,3} + \ldots}{2n}.$$

but the assertion is incorrect,* the number of distinct terms being 2, 36 when $n$ is 1, 2.

PAIGE, C. LE (1880).


The property in question is Cayley's of 1847, but is stated in the form first reached by Bellavitis in 1857 (Hist., ii. p. 278). The process of proof is at the outset that adopted by Trudi in 1862 (Hist., ii. pp. 288–289).

* If the coefficient of $w_{n-2}$ be changed into $2(n - 1)$, the two modes of determining $w_n$ will be brought into accord; but this is not all that is wanted.

† The two papers cover almost the same ground.
CHAPTER XXI.

ZERO-AXIAL DETERMINANTS, UP TO 1888.

What was said in the introduction to the preceding chapter regarding classification applies also in part here. In addition, it has to be noted that as in the next twenty-year period there is only one paper concerned with zero-axial determinants, it is thought best to append the report of it to the present chapter.

BALTZER, R. (1870).

[Theorie und Anwendung der Determinanten, . . . . 3te verbesserte Aufl. . . . . viii+242 pp. Leipzig.]

In § 4.2 (p. 29) Baltzer considers the question of the number of terms in the final development of an $n$-line determinant having all the elements of the diagonal equal to 0. Calling the number $\psi(n)$, he obtains the correct result

$$\psi(n) = n! \left(1 - 1 + \frac{1}{2!} - \frac{1}{3!} + \ldots + (-1)^{n-1} \frac{1}{n!}\right), \quad (a)$$

although making two oversights in the reasoning, and thence deduces Stockwell’s incidental result of 1860 (see p. 3 above).

$$\psi(n+1) = (n+1)\psi(n) + (-1)^n1, \quad (b)$$

the values of $\psi(1), \psi(2), \ldots$ being thus 0, 1, 2, 9, 14, 265, . . . .

By using Cayley’s development of 1817 he also obtains Stockwell’s identity

$$n! = \psi(n) + m\psi(n-1) + \frac{1}{2}n(n-1)\psi(n-2) + \ldots + 1.$$

It is important to note that the problem here dealt with is identical with a much older one regarding arrangements, namely, the finding
of the number of permutations of \( n \) letters subject to the condition that no letter is to be in its original place. While studying this form of the problem, Euler in 1809 obtained the recurrence-formulae (6) and the formula
\[
\psi(n+1) = n \left( \psi(n) - \psi(n-1) \right).
\]
Similarly (6) was obtained by Oetttinger in 1837. \( ^{\text{*}} \)

WEYRAUCH, J. J. (1851).


Weyrauch starts with the fact that the number of terms in
\[
|a_1 \ldots a_{n-1}| \quad \text{which contain } a_1 \text{ is } (n-1)!,
\]
and proves that the number containing \( a_{n-1} \) or \( a_{n-2} \) or both together is
\[
(n-1)! + (n-1)! = (n-2)!. \quad \text{(7)}
\]
Having proceeded in this way, he then performs a summation and finds that the number containing one or more elements of the diagonal is
\[
\psi(n) = n \left( 1 + \frac{1}{2!} - \frac{1}{3!} + \ldots + (-1)^{n-1} \frac{1}{n!} \right). \quad \text{(8)}
\]
From this it at once follows that
\[
\psi(n) = n! \left( 1 + \frac{1}{2!} - \frac{1}{3!} + \ldots + (-1)^{n-1} \frac{1}{n!} \right),
\]
that the number containing a particular set of \( m \) diagonal elements is \( \psi(n-m) \); that the number containing \( m \) diagonal elements without restriction is \( \psi(n-m) \); that the number containing not more than \( m \) is
\[
\sum_{\mu=0}^{m} (\mu) \psi(n-\mu),
\]
and that the number containing not less than \( m \) is
\[
1 + \sum_{\mu=0}^{m-2} (\mu) \psi(n-\mu).
\]

* Berichte... "Ges. d. Wiss. (Leipzig), xcv., pp. 523-537.
CUNNINGHAM, A. (1874).

[An investigation of the number of constituents... Quart. Journ. of Sci. (2), iv. pp. 212-238.]

In the sections (III-VI.) which concern zero-axial determinants the fresh subject investigated is the number of terms in an n-line determinant having r zeros in the diagonal. One expression obtained for this is

\[ \varphi(n) + (n - r)\varphi(n - 1) + (n - r)^2\varphi(n - 2) + \ldots \]

as we should expect; but by a process of "symbolic inversion" he derives another therefrom, namely

\[ n = (r)!\varphi(n - 1) + (r)!\varphi(n - 2) + \ldots \]

which of course includes the familiar

\[ \varphi(n) = \frac{n!}{2!} - \frac{n!}{3!} + \ldots \]

There is also obtained a recurrence-formula, which we may write in the form

\[ u_{n,r} = u_{n,r+1} + v_{n-1,r} \]

As an alternative source for the second expression for \( u_n \), there is given a very interesting expansion for a determinant having r zeros in the diagonal, namely

\[ \Delta - \sum \left( a_{11}a_{22} \ldots a_{rr} \right) + \sum \left( a_{12}a_{23} \ldots a_{rr} \right) + \ldots + \sum \left( a_{1r}a_{2r} \ldots a_{(r-1)r} \right) \sum \left( a_{1r}a_{2r} \ldots a_{rr} \right) \times \Delta \]

where \( \Delta \) is \( |a_{11}a_{22} \ldots a_{rr}| \). Although the truth of this is said to be easily seen, it may be well to note that the zero elements are taken to be in the first r places of the diagonal; that \( r, y, z, \ldots \) are not greater than \( r \); that the \( \Sigma \) in the last term is not required; and that as an example we have

\[ a_1a_2 \ldots a_r = |a_{12}a_{23} \ldots a_{rr}| - \sum a_{1r}a_{2r} \ldots a_{rr} \]

The expansion in its limiting form,—that is, when \( r = n \)—might have been called by Cunningham a "symbolic inversion" of Cayley's expansion of 1847 (Hist. ii. p. 43).

DICKSON, J. D. H. (1879).

[Discussion of two double series arising from the number of terms in determinants of certain forms. Proceed. London Math. Soc., x. pp. 120-122.]

The first determinant dealt with is Cunningham's of 1874. The same recurrence-formula is obtained, and others less important. A table of the values of \( u_{n,r} \) is given, although of course it is merely a table of the differences of \( 1 \cdot 2 \cdot 3 \ldots n \).

The other determinant is that which has zeros in the first \( r \) places of the primary diagonal and in the first \( r - 1 \) places of the adjacent minor diagonal. The number of terms being \( v_{n,r} \), it is stated that

\[ v_{n,r} = v_{n,r+1} + v_{n-1,r} \]

also that

\[ v_{n,r} = (n-1)(v_{n-1,n-1} + v_{r-2,r-2}) + v_{n-1,n-1} \]

and the values are tabulated as far as \( v_{14,4} \).

We may note in passing that the \( \Psi \) of Muir's paper of 1877 is such that

\[ v_{n,r} - v_{n-1,n-1} = \Psi(n) \]

HERTZSPRUNG, S. (1879).


After a short statement of the facts regarding the simpler problem Hertzprung raises the question of the number of terms in a determinant whose two diagonals contain nothing but zero elements. From the outset, however, he views it as the problem of finding the number of