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Q-E This part comsists mainly of an analysis of cyclic graphs to allow the L. o0
enumeration of the ring structures of chemistry. Many chemical graphs are
mixed, that is are trees 1in which cyeclic subgraphs are embedded. The complete
representation of such structures is taken up in Part III, and we will be con-
cerned here only with the fundamentals of pure cyclic graphs.

The most frequent ring in organic chemistry is the simple cycle, e.g., 2.0/
benzene; and these structures (ring structures with one ring) afford no special

problems as they are simple mappings of a linear chain. A canonical form would

be the cut which maximizes the DENDRAL value of the string. The encoding of

the following figures 1s self evident:

-0 0O O

(=6) (-N.5) (-S.C.N.2)

.o 2

Polycyclic structures such as

Céjﬁ%j@ OO

STEROID NUCLEUS MORPHINE NUCLEUS NAPHTHALENE BIPHENYL

[4] [5] [2] (11, [1]

are, however, quite important and require a more elaborate treatment. The
chemist refers to a ring-structure (or ''ring', when the context makes this
clear) for a set of atoms inseparable by a single cut. The number of rings

‘- (bracketed above) in such a structure is the minimum number of cuts needed to



convert the structure to a tree. For a polyhedron (a planar graph everywhere
at least 3-connected), this is one less than the number of faces, i.e., the
number of cuts needed to separate the graph, a definition we can generalize

to 2-connected graphs as well.

General Introduction to the Treatment of Rings.

Attempts to process rings on a node-by-node basis like linear DENDkAL 2,70
proved unrewarding. Ambiguities due to symmetfy are usual, and many paths
can be evaluated only by recursively searching through the entire graph. This
approach was therefore abandoned in favor of é fundamental classification of
the possible graphs. That is, the distinct ways in which a set of nodes can
be connected to form a cyclic graph have been calculated in advance. To apply
theée calculations to actual formulas, a number of simplifying steps are intro-
duced:

1. Analyze the ring into its paths and vertices (branch points). The o iadd
classification then depends on the set of branch points, the atoms which are
triply connected. Organic rings rarely have more than three branches at any

"spiro" forms) can be accommo-

point; instances of four branches (usually called
dated by exception. H atoms and other substituents attached to the ring are
ignored. |

2. Produce a general classification of connectivity diagrams, the trivalentaz//gap
graphs. Section 2.2 reviews how the set of trivalent graphs can be systematically
arranged without isomorphic redundancies. With few exceptions, such graphs are
most conveniently presented as chorded polygons. (Hamilton circuits).

Polygonal graphs are relatively easy to compute, but they fail to show many
of the symmetries of the figures. This is dramatized by the two isomorphic i
polygonal representations of the bi-pentagon.

Bl-
PENTAGON
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Furthermore, a few graphs lack Hamilton circuits, and thus cannot be represented
,/_, o Z 2‘
‘ _ as chorded polygons.

e O Co

2. T
3. Map the paths of the chemical graphs on the diagram, according to the
L canons detailed below.
An example will be introduced at this point to help illuminate these 2 ST
detailed rules.
To recapitulate, the linear paths and the vertices connecting them are e
first identified. The vertices are simply the branch points, i.e., the atoms
with three or more links to the rest of the ensemble., For these purposes a
(-, double or triple bond is a single link. The paths are then the intervals
between the vertices. A path may be a simple 1ink or a linear string of
tandemly linked atoms. For example, marking the paths of pyrene (a) gives the

,)_2,/4"2,’
diagram (b)

PYRENE
(a) {(b) (c) (d)
; - which is readily recognized as isomorphic to the prism (c¢) and its formal

graph (d). The isomorphism of (b) with (c) could also be established algo- —
2 T

(" rithmically by systematic permutation of the incidence matrix of the graphs.



(c) represents the essential idea of topological mapping. It then remains
to describe a syntax for describing such a figure in a unique code in com-
putable format. Part II concerns itself only with the possible vertex groups,

leaving the mapping of the paths to Part III.



THE TRIVALENT CYCLIC GRAPHS Z .

(The non-separable conmections of n trivalent objects)

Each link must terminate in 2 nodes; each node has 3 incident 1inks.

Hence there will be 3n/2 links and the order n must be even. The following

development treats

n from 0 to 12 in detail, but could be generalized

indefinitely. The main objectives are to indicate

(1)
(2)
(3)
(4)
(5)
(6)
(7)

all the possible graphs

isomorphisms of superficially different graphs
symmetries within a graph

rational description of each item

rational ordering of the graphs

rational numbering of the vertices and paths

compact, computable notation for each feature

z. 2/

oZ . 2

Several computer programs have been applied together with substan-

tial mamua effort to meet these objectives. The results are mainly summarized

in the accompanying diagrams.

Any trivalent graph of a given order is found to represent either

(1)

(2)

(3)

a polyhedron of the same order (i.e. a planar graph
nowhere separable by < 3 cuts), or

a compound graph, the union of two planar graphs of
lower order, obtained by cross-reuniting a pair of
cut edges, one from each graph, and thus somewhere
separable by 2 cuts, or

a gauche or nonplanar graph, also called skew.



Polyhedra, including the degenerate forms with 0 vertices (the circle 2 23

with two virtual faces, no solid angles) and 2 vertices ("bicyclane", three

virtual faces), are thus fundamental to the general development. For their ;;)
formal computation we have relied on the conjecture that every trivalent

polyhedron has a Hamilton circuit, i.e., a circuit
of paths that traverses each vertex just once. On
this basis, any polyhedron can be projected as an n-

gon, with n/2 chords planted across all the vertices.

(Therefore, graphs with a Hamilton circuit may be

called "polygonal”.) This conjecture has been

(1] (2]

attributed to Tait by Tutte , who has found

a counter example which has, however, 46 vertices[Z]'
While no tangible examples are known to have been
missed, a sounder topological theory of polyhedra could be hoth reassuring and
more elegant (see 2.5).
The trivalent polyhedra of from 0 to 12 vertices have been calculated in . ‘-)
7RI/
this way, and various representations of each of these are shown (Fig. 2T.5).
They have also been checked for n < 12 by the traditional method of adding an
extra edge in all possible ways to each of the faces of the polyhedra of order
n-2,
The polyhedra were extracted as a subset of the chorded polygons. That 2. 2T
is, all permutations of n/2 chords across an n-gon were systematically con-
sidered. This representation has the advantage that its elements remain
invariant under manipulations of the polygon, e.g., rotation of the vertices.
The program then demoted the graphs that had doubly connected parts, that is,
that were unions of two graphs of lower order. All graphs were tested for
isomorphisms by systematic tracing of the alternate paths to find other possibly -} \
distinct Hamilton circuitsf i.e., alternative representations as chorded polygons.

Comparisons are made on the basis of span lists, i.e., cyclic lists showing the \;>

*This is best accomplished by 2.90



span of the chord from each vertex (cf. 2.30).

The canonical form of the span list is the lowest numerical value* under
the permitted operations of n-fold rotation and reflection. For the most part,
the symmetries could be prospectively anticipated to make the program more
efficient. The graphs were scrutinized for planarity (Kuratowski's criterion,
see 2.25). The planar graphs were then candidates for manual construction of
polyhedra. We conjecture that topological symmetry can always be carried over
into the geometrical symmetry of the construction of the polyhedron. The assign-

ment of solid angles is, of course, arbitrary.

* %k k* % %

*2,2331

In the computations here, the program as it evolved included a particular
interpretation of the span. This is the shortest interval between the nodes in
either sense; when ambiguities were discovered, they were resolved by adding a
low order bit (say 1/2) to the value for the retrograde sense. Hence for the

prism the span values are:

2} T

N
Lo



Compound Graphs. Unions of smaller graphs have been developed in two ways.

Z 2
The program for permuting chord lists on the polygon produces all the compound 7/ “j
graphs with Hamilton circuits. However, many compound graphs are non-polygonal. !
The only cases relevant to chemical graphs (i.e. with less than 38 vertices!) J .
can be composed by a bilineal union of two circuits, when a single circuit is
lacking. The theory of non-Hamiltonian polyhedra has some mathematical, if no
chemical interest, and must be included in any general classification of graphs,

as discussed in an appendix (2.72). J

Gauche Graphs. A gauche or non-planar graph is one which cannot be oZ ROT

represented on the plane (nor, therefore, by projection as a polyhedron),
without some edge crossing over another. Kuratowski showed that any gauche
graph must contain either (a) or (b):

2L R/
Do such graphs play any role in chemistry?

N |

ﬁ CHz/ (;:&(ﬁz J
| i N-CHy N‘CHZN R
¢ / Y \CH//

(a) (b) (c) (d)

In fact, none of the 11,524 rings in the Ring Index is gauche; consequently,
2.252
except for 6CCC, the gauche graphs have been deleted from the figures in this
report. The consideration of 6CCC as a polyhedral derivative will illustrate the
difficulties and possibilities of formulating a gauche structure. Fig. 2.25a
can be passed over as a pentaspiro formation already of unreasonable, though

perhaps not unattainable, complexity.
-~
i <2 -9"\?
Figure 2.25¢c shows 6CCC as an internally chorded tetrahedron. That is,

a gauche graph must have an additional path within an already tightly caged _,



structure. Figure 2.25d illustrates a possible candidate to fill this hiatus in

topological chemistry.
The obligatory nonplanarity of the gauche graphs should not be confused 2z R
with the optional drawing of crossed paths in representations set out as alter-

natives to a planar mesh (v. Part IIT);a gauche graph has no planar mesh,

Interpretive Coding of Vertex Group Diagrams. Z2.290

The chord list of any polygon can be abbreviated to give an interpretive
code: (1) letters of the alphabet, A to Z, stand for spans from 1l to 26, (2) a
chord is mentioned only once, when either end is first encountered, since the
span fixes the location of the other end. Thus the prism, whose chord list is
234234 becomes 6BCB, the underscored figures referring to chords denoted by
previous digits. Actually the last character is redundant, being fixed by its
predecessors in the construction. Thus any polyhedron with n vertices, if it
has a Hamilton circuit, can be constructively and compactly denoted with a
code of only (n/2-1) characters. These codes, lacking invariance under rotation,
are treacherous for the recognition of canonical forms and therefore play no
role in the computation, being translated at once into the complete span list.
These codes have also been shown on Figure 2T.5 for illustration purposes. The
syntax will be evident from the examples and from the dissection of Figure 2T.20.
Ordering. The graphs are ordered by the following rather arbitrary 2 Zed
principles. There are however designed to facilitate matching of codes with
established lists.
1. Polygons. The polygon is oriented so as to minimize the numbering 2 ze/
of its span list (cf. 2.2331). Within each series, the order is then given

by the compact code generated from this number, v.s., 2.255. If two or more



polygons are isomorphisms, all are shown; the canonical choice among them
has minimal coding.

A. Polyhedra are displayed first.

B. Then unions with polygonal representations. o 22

2, Non-polygons. The polygons are projections of Hamilton circuits on a

circle. When no single circuit captures all the nodes, the graph may be
dissected into two disjoint circuits joined in a bilineal union (for further
mathematical curiosities see 2.72)., The canonical dissection creates a

maximum couple of circuits, the larger taken first. The value of a circuit is

determined by its
order (number of nodes)
compact code: chord list (2.255)
edge designated for splicing in bilineal union.
The coding follows the form Cl:nl,nz:c2 where Cl and C2 are the component

circuits; ny and n, are the spliced edges. The set of known examples for

n=8, 10, 12, as given in 2T. 4 , will clarify the notation.

o



P
Numbering of Vertices and Edges. Before defining the mapping of paths L

we must consider the numbering, i.e. ordering the sequence of vertices and paths.
This issue is closely connected with canonical orientation of the diagram. A
natural linear order for the parts of a polyhedron is not always self-evident.
f”".' The polygonal representation, whenever one exists, suggests one approach. We
must still select an orientation of the polygon, which may offer a choice among
n-fold rotational and 2-fold reflectional permutations. For the present treatment
we adopt the minimum span list (See 2.2331). Thus, some possible representations

‘. and notations for the prism are:

L 1 T 6
3 E C
L 3 N SPAN LIST - 234234 INCIDENCE MATRIX
CHORDLIST - 6BCB 2 3 4 5 6
2 5 1 1 1]1
1 1 2
1 3
1 1|64
5

FACE INCIDENCE (DUAL GRAPH) - BDE ACDE BDE ABCE ABCD B C D E
‘-r 1 1 11A
1 1 1|8
1 1]¢C
11]|D
FACE LIST, VERTICES - 123 2345 456 1346 1256
FACE LIST, EDGES - abg bcdh dei efgi aefh
- INTERCHANGE GRAPH - bfgh acgh bdgi cchi dfhi b ¢ d e f o h i
1 1 1 1 a
abgi abef abde cdef 1 1 1 b
L 1 1 1]|c
1 1 1|4
1 1 1le
1 1) €




Of these various representations, the span list is brief and)being invariant 2. 3L
under rotation, easy to permute. We therefore denote each graph by its span )

list in minimal form and label the vertices in the corresponding sequence. Thus

(234234) = (342342), of which (234234) is minimal. Hence

2 3 3 b

L
KN "V \ Y
3 3 — y Y — 2 2
2 4 3 2 L 3
The numbers above are the span, not tne vertex values, J
2.5
6 1
5 2
b 3

Vertex Labhels J
2.5

The vertices being numbered, the path list is in the order of the vertex
couples, the polygonal circuit being taken first, then the chords. Thus the
nine edges of the prism are, in order, 12, 23, 34, 45, 56, 61, then 13, 25 and

46. Caution: the polarity of each path follows this numbering. The same rule

is applied to "self-looped edges," or "slings", i.e. chords with a span of 1. ‘;>
Examples:
g, Fo
6
5 9 71\1
8
L 2 -
3
6BCB

Edges ‘)



With non-polygonal forms the numbering of the united circuits must be
(., unified. The smaller circuit retains its original numbering, including the
uniting edge joined to the lower node. Then the numbering of the nodes or edges

of the senior partners follows in sequence. Example:

2 FL

£



Quadrivalent Vertices. Some organic molecules of considerable interest

have one or more 4-valent nodes, needing special provisions in our scheme. The

system so far developed can be most advantageously exploited by treating an n-valent 2

node as the collapse of some subgraph on which n edges are afferent. Two possibi-

lities for a 4-valent node (a) are

" NS
C/\d anN

(a) (b)

The second (c) has the advantage of adding only

"

b

N_.
7N

d

(c) J

one virtual node per 4-valent

center. Quadrivalent centers will therefore be treated as collapsed edges of a

parental trivalent graph. The adjacent edges (abcd) can be divided in three

different ways: ab/cd, ac/bd and ad/bc, hence there may be as much as a three-

fold ambiguity in the choice of parental graph.

on account of symmetry.

This will ordinarily be less ‘)

The ambiguity can be fully resolved by the following canons of choice of

parent graph.,

1. Avoid a separable graph. Hence (. ) 1is related to (D and not CE”i)c

2. Avold a gauche graph if possible.

3. Avoid a nonplanar graph if possible.

4, From the remaining possibilities, choose the graph which, in canonical J

form and listing, stands lowest. For an example, n =

53

may go into

(a) (b)

BCDDB BCCCB

9

(c) (c")
[GAUCHE]



(a) and (b) are readily reduced to their canonical form. (c) is recognized

as gauche (see the graph 6CCC as the left part of the isomorphic (c')-- the

numbering of a Hamiltonian circuit is displayed to help along), and therefore

disqualified. 1In the tables, (a) and (b) are already known as BCDDB and

BCCCB respectively. By canon 4, the choice is BCCCB. L
The encoding follows the principles for mapping other paths to be detailed

in Part II1. However, the specification of contracted edges (spiro fusions) is

given at a separate, first level of priority , to bring structural homologues

under a common heading. Where symmetries require a choice, the spiro fusions

will be mapped on the edge list so as to maximize this vector. TI.e., they are

placed as early in the list as possible. The numbering of vertices and edges

is retained as given in 2.3. That is, a virtual node.remains in the list.

The present example becomes

i.e., the spiro fushion is mapped on the 3rd edge of the circuit. The coding is
a reasonable one to mark the vertex group for these figures. Additional examples
are summarized in Table 2T.7. Applications to complete graphs are detailed in
Part III. The program contains a sufficient list of canonical forms and synonyms
to expedite the translation of any vernacular input codes. These manipulations
are not particularly difficult to program, but as already demonstrated can be

quite tedious by hand.



2.

Planar Mesh Representations. Besides the isometric perspective and

polygonal representation, any polyhedron can be represented as a planar mesh.
Consider the polyhedra projected on a sphere. Then choose any face for a base
and expand 1t, flattening the rest of the sphere to an enclosed plane. This
operation shows that any polyhedron has a planar representation (no edges
crossing); furthermore, any distinct face will give a different appearance
when expanded. Usually the largest face will give the most nearly conventional
representation. When the mapping is expanded, this will usually be more nearly
reminiscent of the usual structural formulas than the more abstract figures so
far presented.

The isomorphic variants of planar meshes obtained by choosing alternatiQe
faces as the base (see Fig. 2.51) are generally very unfamiliar, pointing up the

importance of a canonical representation.

ABC BCDE DEFG ABEF 1Y
OR OR OR
Al FGHI ACDGHJ
10A3 10A4A 10A4B 10A6 10A6
WITH MAPPING OF
BENZOPERYLENE

5

.57



Reconstruction of planar mesh from Hamilton circuit representatioms.
2.5
The polygonal representations of figure oT.4 and 2T.5 are undoubtedly con-
fusing owing to the intersection of chords belonging to different faces. A simple
algorithm can help to resolve these figures; it is also useful for the computer
reconstruction of planar maps, closer to the chemist's customary models, from
the canonical codes. - 7
The main idea is to regard the polygonal form as projected on a sphere,
the polygon forming the equator. Then, for a planar map, the chords must be
classified into two sets, one for each hemisphere. Within either hemisphere, no
chords intersect. The visualization of these structures still requires some
practised imagination, especially to avoid the identificaiton of the Hamilton
circuit polygon with any face of the polyhedron. However, as any face will be
bounded by edges from the cirucit and from one hemisphere, the marking of faces
is facilitated for chemist and computer alike. In practice the computer should
carry all the burden of these transformations. '
The grouping of chords is quite simple. The assignment of N vs. S XZ'3‘7/
hemisphere is, of course, arbitrary; the first chord is assigned N. Then each
succeeding chord is tested for intersection with the N set so far. If not, it
is added to the N set. If it does intersect, it should be added to the S set.
If it also intersects a chord already in the S set, the graph is non planar. Indeed
this is the most effective algorithm for the purpose.
Planar meshes come directly from the chord groupings. The chords of one
hemisphere are merely brought outside the polygon. Thus, for the pentagonal wedge,

BCCB



which takes only a topological deformation to yield

recognizable as

When the map is a 2-connected union an obvious ambiguity may arise, some chords
intersecting with neither of the remaining sets. This does not impair the con-

struction of a planar mesh. C 2.0 0%

could be

‘ ) ‘ ) ‘ N

The rule would be: place a chord in the S hemisphere (inside) if it is ambiguous.

This ambiguity is probably the main source of disparity in conventional chemical J

symbolism; related to it is the choice of face to circumseribe the map.
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Nested parenthesis notation and combinatorial generator.
.5 G

Since the chords of one hemisphere do not intersect, the labels that signify
their start and end have the properties of nested parentheses, the matching of left
and right parentheses being implicit in the description. For the two hemispheres 2. 5¢/
of BCCB we have N (N
[S

]
~
~

(N [s

and superimposing the parentheses and brackets we have a descriptive formula
(OD]
This is economical in the computer program since it codes the signs as 2-bit
numbers, the formula becoming
02103213.

Such a formula can be translated into a usable mesh diagram on sight:

v

1 7 1
0-2-1-0-3-2-1-3
I— 1 L 'y _‘

It is also the basis of a rather more efficient generator program than the one
mentioned in 2.232. Besides the economy of compact representation of the codes

as quaternary numbers, it is easy to restrict the generator to minimize fruitless
efforts with meaningless codes (e.g., extra right parentheses) and redundant forms
(interconversion of () and []; some rotational symmetries). The notation is
already explicitly limited to Hamiltonian planar maps. For certain investigations,
additional restrictions like absence of triangles, cyclic connectedness at a level
of at least 3 (i.e. polyhedra), L4, or 5, and other features can be rather easily
added. However, the output is replete with isomorphisms, for which the technique

of 2.232 is still the most efficient.



Further Developments in the Theory of Trivalent Graphs.

Polyhedra. Simce the above material was composed and most of the computations <eee J
run, some additional contributions in the literature have come to light.
It was especially surprising that the enumeration of the polyhedra ha&
not been worked out already in Fuler's time or earlier, in view of classical Z.e J
insight into the five regular polyhedra (of which three, the tetrahedron, the
cube and the dodecahedron are included in our trivalent graphs, n,, Ngs and n,,
respectively. In 1900, however, Brﬁcknethonstructed the trivalent polyhedra
for n up to 16, and we could confirm the equivalence of his set with the results .;}

of our computer programs through n = 12,

Little additional work has been done on this problem, except by Briickner.

However (and independently of the present studies!) Grace has just published a 2. R
dissertation on the computation of the polyhedra through n =18 (Grace, 1965). This

work faces formidable problems in testing for isomorphism (18! = 1015)—wise

permutational searches being prohibitive. Mathematical theory evidently still J
lacks an analytical approach to this problem. Grace then used a conjectural

criterion of isomorphism, 'equisurroundedness''. According to Grace "Equisurrounded-

ness is a necessary but not a sufficient condition for isomorphism. The necessity

is obvious.... He gives a counter-example with 17 faces to show the insufficiency.

It is therefore uncertain whether he may have retained an incomplete list of
polyhedra, as it is unknown whether some smaller polyhedra than with 17 faces
may be equisurrounded with, but not isomorphic to, members of the 1list that has J
been retained. Grace did find some forms that Bruckner had overlooked.
The polyhedra through n = 18 have been verified to have Hamilton circuits,

A

including the classes n and n as listed by Grace. It should be remarked

14° M6? 18

that the test for isomorphism (see 2.232) of polygonal graphs is relatively efficient, _—

since << 2" operations (contra n!) can establish (a) whether a graph has a Hamilton

circuit and (b) if so, establish a canonical form for comparison with other graphs.
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This test could be applied to Grace's for generating polyhedra program to discover
any polyhedra smaller than n46(Tutte's example) that might lack a Hamiltom circuit,
(see 2.230) and a more rigorous criterion of isomorphism than equisurroundedness
can furnish.
The task of scrutinizing polyhedra for Hamilton circuits is simplified
considerably by the reducibility of a triangular face, Consider a trace of a P ém7/

Hamilton circuit at its first incidence on a triangle:

A

Plainly if all 3 of its nodes are to be visited, it must be at this occasion. A
path -1-2 without 3 would leave 3 stranded, i.e., would make a Hamilton circuit

impossible. The complex -123- is therefore tantamount to a single node.

. - 1

o N IR

ORDER = N ORDER = (N-2)



Thus, if the (n) graph has a triangular face, and a Hamilton circuit, some (n-2)
graph will likewise have a Hamilton circuit. Without formal proof, we assert

that if (n) is a polyhedron, so is (n-2). -

- “~
. 2
PSP P

By induction we may then pass over (n)-wlvhedra that have any triangular
face, provided we have scrutinized all the (n-2) cases, which can be handled in
part by the same process. As shown by the following table, this argument reduces

the work for the polyhedra up to 18 vertices from 1555 down to only 55 cases.

Non-triangle-containing

N Total Polyhedra Polyhedra

4 1 0 2.¢ 6
6 1 0

8 2 1

10 5 1

12 14 2

14 50 5

16 233 12

18 1249 34

Total n < 18 1555 55

© e
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The listings of tables 2T.2 anticipate the polygonal graphs through
12 vertices, that is 8 faces, (or 7 rings within the meaning of the Ring Index).
From grace's work we can readily enlarge this anticipation to 18 vertices, (11
faces or 10 rings) but have not made the extensive enumerations called for.
The count of unions and particularly of gauche graphs increases even more
rapidly than that of the polyhedra. On the other hand, the notational system
will accommodate any polyhedron that has a Hamilton circuit, as well as unions
of such polyhedra; such structures can be coded as they are defined without
being anticipated in advance. The generator would then be confined to an
empirical list of previously discovered forms. This may be a practical
necessity for the highest order forms in any case, where the rapidly increasing

number of possible arrangements contrasts with relatively few realizations.

The most complex rings, in practice, are related to polyhexacyclic o

hydrocarbons. This special class can be accommodated by another approach,
elaborated in Part 6. This involves the mapping of the polyhexacycle on a
selection of "tiles" from a continuous hexagonal tessellation or mosaic. An

enumeration of these forms is also given in Part 6.

DN



Symmetry classification.

The symmetry of the vertex group plays a central role both in mapping
known structures and in the generation of non-redundant lists of hypothetical
structures. The essential problem is that the same topological relationship
may have many alternative representations, which is to say that the diagram can
be manipulated so that it is self-congruent. If the vertices are labelled,

different sets of vertices will describe the same figure. E.g.,

2 5

3 4

4 3

w
t.

Since we are dealing with topological groups, not rigid bodies, the symmetries
carry even further, i.e. the tetrahedral cases are not distinguished (stereo-

isomerism being dealt with at another level).

(K%

A

[aN

Oy
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The polyhedral representations generally make the set of symmetries
self-evident (which the planar ones sometimes do not). For example, the prism

has 12 equivalents

~ 3 rotations

{
f
|
-{ 2 rotations
|
I 2 reflections
while its Hamiltonian polygon @ displays only 4.

Although not a profound task, the manual enumeration of the symmetries, say
for table 2T.2, would be a tedious one and an algorithmic approach would be
preferred.

One approach is to generate the whole symmetric group, Sn’ the n!
permutations of the vertex codes, and test each of these for congruence with
the canonical form. But this is almost prohibitively costly for n = 10, as 10! =

3,628,800 trials, or probably about one minute of computer time per set.

N
~
N}
Q)

Instead we can rely upon the set of Hamiltonian circuits, where they
exist. Each symmetry operation will generate a corresponding representation of
a Hamilton circuit. Consequently the set of symmetries will be included in the
set of Hamilton circuits. These can be generated by a binary search of << 2"
trials, far less than‘the n! of the whole symmetric group. In fact this list
of Hamilton circuits was saved from the initial computation of table 2T,2 for

use as the input data of this calculation.


















































































































