ITERATED EXPONENTIALS

By JEKUTHIEL GINSBURG

1. Introduction. In recent papers E. T. Bell and G. T. Williams discussed some of the algebraic and number-theoretic properties of the coefficients of the expansion of $e^{e^{x}}$ as a power series. The introduction to the second of the two papers contains a summary of the surprisingly meager results obtained by earlier writers.

In this note some of the results obtained in these papers are extended and the field of study is enlarged to include the coefficients of functions like

$$e^{e^{x}}, e^{e^{e^{x}}}$$

which have been treated by E. T. Bell and

$$\log [1 + \log(1 + x)], \log [1 + \log \log(1 + x)], \ldots$$

eq.

etc., which do not seem to have been considered before. The results are believed to be new.

2. Notation and Fundamental Relationships. We shall denote by $e_{n}(x)$ the $n$th iterate of $e^{x}$, that is,

$$e_{1}(x) = e^{x}, \quad e_{2}(x) = e^{e^{x}}, \quad e_{3}(x) = e^{e^{e^{x}}}, \quad \text{etc.} \quad (1)$$

We shall have then

$$e_{1}(0) = 1, \quad e_{2}(0) = e, \quad e_{3}(0) = e^{e}, \quad e_{4}(0) = e^{e^{e}}, \quad \text{etc.}$$

Since every coefficient in the Taylor expansion of $e_{n}(x)$ contains $e_{n}(0)$ as a factor we may write

$$e_{n}(x) = e_{n}(0) + e_{n}(0) \sum_{k=1}^{n} A_{n,k} \frac{x^{k}}{k!} = e_{n}(0) \cdot E_{n}(x)$$

3. Notation and Fundamental Relationships. We shall denote by $e_{n}(x)$ the $n$th iterate of $e^{x}$, that is,

$$e_{1}(x) = e^{x}, \quad e_{2}(x) = e^{e^{x}}, \quad e_{3}(x) = e^{e^{e^{x}}}, \quad \text{etc.} \quad (1)$$

We shall have then

$$e_{1}(0) = 1, \quad e_{2}(0) = e, \quad e_{3}(0) = e^{e}, \quad e_{4}(0) = e^{e^{e}}, \quad \text{etc.}$$

Since every coefficient in the Taylor expansion of $e_{n}(x)$ contains $e_{n}(0)$ as a factor we may write

$$e_{n}(x) = e_{n}(0) + e_{n}(0) \sum_{k=1}^{n} A_{n,k} \frac{x^{k}}{k!} = e_{n}(0) \cdot E_{n}(x)$$


This article will be referred to as Bell I.


3 E. T. Bell, "The Iterated Exponential Integers," *Annals of Mathematics*, v. 39, 1938, p. 539-557. This article will be referred to as Bell II.
where $E_n(x) = e_n(x) : e_0(x) = \sum_{k=1}^{\infty} A_{n,k} \frac{x^k}{k!}$. Thus

$$
E_1(x) = e^x : e^0 = e^x
$$
$$
E_2(x) = e_2(x) : e_0(0) = e^{e^x} : e = e^{e^x-1}
$$
$$
E_3(x) = e_3(x) : e_0(0) = e^{e^{e^x}} : e = e^{e^{e^x-1}} - 1, \text{ etc.}
$$

(2)

The following relationship can be easily verified:

$$
E_{n+1}(x) = e^{E_n(x)-1} = E_n(e^x-1)
$$
$$
E_{n-1}(x) = 1 + \log E_n(x).
$$

(3)

(4)

Formula (4) allows us to interpret the meaning of $E_n(x)$ for $n = 0$, and for negative values of $n$. Starting with $E_2(x) = e^{e^x-1}$, we have

$$
E_1(x) = 1 + \log E_2(x) = 1 + (e^x - 1) = e^x
$$
$$
E_3(x) = 1 + \log E_4(x) = 1 + x
$$
$$
E_4(x) = 1 + \log E_1(x) = 1 + \log (1 + x)
$$
$$
E_{-2}(x) = 1 + \log E_{-1}(x) = 1 + \log [1 + \log (1 + x)]
$$

(5)

$$
E_{-n}(x) = 1 + \log E_{-n-1}(x) = 1 + \log [1 + \ldots + \log (1 + x)]
$$

the operation of taking the logarithm being repeated $n$ times.

3. **Stirling Numbers.** Most useful in the study of iterated exponential functions are the so-called Stirling Numbers of the first and second kind. A Stirling Number, $n_k$, of the first kind is the sum of the products of the numbers $1, 2, 3 \ldots n$, taken as factors $k$ at a time without repetition. Thus

$$
3_2 = 1 \cdot 2 + 1 \cdot 3 + 2 \cdot 3 = 2 + 3 + 6 = 11
$$
$$
4_2 = 1 \cdot 2 + 1 \cdot 3 + 2 \cdot 4 + 2 \cdot 3 + 2 \cdot 4 + 3 \cdot 4 = 35.
$$

A Stirling Number, $n_k$, of the second kind is the sum of the products of the numbers $1, 2 \ldots n$, taken $k$ at a time, repetitions being allowed. Thus

$$
2^2 = 1^2 + 1 \cdot 2 + 2^2 = 7, \quad 3^2 = 1 \cdot 2 + 1 \cdot 3 + 2 \cdot 3 + 1^2 + 2^2 + 3^2 = 25
$$
$$
4^2 = 1 \cdot 2 + 1 \cdot 3 + 1 \cdot 4 + 2 \cdot 3 + 2 \cdot 4 + 3 \cdot 4 + 1^2 + 2^2 + 3^2 + 4^2 = 65.
$$
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For the sake of economy, and perhaps greater clarity, the accepted symbols $A_n^k$ for Stirling Numbers of the first kind and $B_n^k$ for the second kind are replaced in this paper by $n_k$ and $s_n$, respectively.

Particularly important in this discussion are the Stirling Numbers of the second kind, given by Stirling as the coefficients of the formulas expressing $x^n$ in terms of factorials:

$$x = x$$
$$x^2 = x(x - 1) + x = x^{(2)} + x$$
$$x^3 = x(x - 1)(x - 2) + 3x(x - 1) + x = x^{(3)} + 3x^{(2)} + x^{(1)}$$
$$x^4 = x(x - 1)(x - 2)(x - 3) + 6x(x - 1)(x - 2) + 7x(x - 1) + x = x^{(4)} + 6x^{(3)} + 7x^{(2)} + x^{(1)}.$$ (6)

In general $x^n = x^{(n)} + 1(n - 1)x^{(n - 1)} + \ldots + n - 3x^{(3)} + n - 2x^{(2)} + x^{(1)}$, where $x^{(k)} = x(x - 1)(x - 2) \ldots (x - n + 1)$.

Frequent use will be made of the following theorems and formulas:

(a) \[ \frac{\log^n (1 + x)}{n!} = \frac{x^n}{n!} - \frac{x^{n+1}}{n+1!} + (n+1) \frac{x^{n-2}}{n+2!} - \frac{(n+2)}{n+3!} + \ldots \] (7)

(b) \[ \frac{(e^x - 1)^n}{n!} = \frac{x^n}{n!} + \frac{x^{n+1}}{n+1!} + \frac{x^{n+2}}{(n+2)!} + \ldots + \frac{x^{n+3}}{n+3!} \] (8)

(c) If $N = A_1x + A_2\frac{x^2}{2!} + A_3\frac{x^3}{3!} + \ldots, e^N = 1 + \sum B_k \frac{x^k}{k!}$ where

$$B_1 = A_1; \quad B_2 = \begin{vmatrix} A_1 & -1 \\ A_2 & A_1 \end{vmatrix}; \quad B_3 = \begin{vmatrix} A_1 & -1 & 0 \\ A_2 & A_1 & -1 \\ A_3 & 2A_2 & A_1 \end{vmatrix},$$

in general

$$B_k = \begin{vmatrix} A_1 & \ldots & -1 & 0 & 0 \\ A_2 & \ldots & A_1 & -1 & 0 \\ A_3 & \ldots & 2A_2 & A_1 & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots \\ A_{k-1} & \ldots & (\frac{k}{2})A_{k-1} & (\frac{k^2}{2})A_{k-2} & -1 \\ A_k & \ldots & (\frac{k^2}{2})A_{k-1} & (\frac{k^2}{4})A_{k-2} & \ldots & A_1 \end{vmatrix}. \quad (9)$$
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Proof. Differentiating $y = e^{\alpha x}$, we get
\[
\frac{dy}{dx} = y \left( A_1 + A_2 x + A_3 \frac{x^2}{2!} + \ldots \right) = B_1 + B_2 x + B_3 \frac{x^2}{2!} + \ldots
\]
or
\[
\left( 1 + B_1 x + B_2 \frac{x^2}{2} + \ldots \right) \left( A_1 + A_2 x + A_3 \frac{x^2}{2} + \ldots \right) =
B_1 + B_2 x + B_3 \frac{x^2}{2!} + \ldots
\] (9a)
which may be written symbolically
\[e^{\alpha x} e^{\beta x} = Be^{(\alpha + \beta) x}, \text{ or } A e^{(\alpha + \beta) x} = B e^{\beta x},\]
leading to the recurrent formula:
\[B_{n+1} = A(B + A)^n. \] (10)

Expanding (10) for $n = 0, 1, 2, 3 \ldots$ and replacing the exponents by subscripts, we obtain the equations
\[
\begin{align*}
B_1 &= A_1, \\
B_2 &= B_1 A_1 + A_2, \\
B_3 &= B_2 A_1 + 2 B_1 A_2 + A_3, \quad \text{etc.}
\end{align*}
\] (10a)

Solving the first $n$ equations for the $B$'s, we obtain (9).

(d) $\log \left( 1 + B_1 x + B_2 \frac{x^2}{2!} + B_3 \frac{x^3}{3!} + \ldots \right) = \sum_{k=1}^{\infty} \frac{A_k x^k}{k!}$, where
\[
\begin{bmatrix}
B_1 & 1 & 0 & \ldots & 0 \\
B_2 & B_1 & 1 & \ldots & 0 \\
B_3 & B_2 & 2 B_1 & \ldots & 0 \\
\end{bmatrix}
\]

\[
A_k = (-1)^{k+1}
\]

General
\[
\begin{bmatrix}
B_{k-1} & B_{k-2} & (x_1^2) B_{k-3} \cdot (s_1^2) B_{k-4} & \ldots & 0 \\
B_k & B_{k-1} & (x_1^2) B_{k-2} \cdot (s_1^2) B_{k-3} & \ldots & 1 \\
\end{bmatrix}
\]

Proof. Differentiating we get (9a), (10) and the series of equations (10a), the solution of which for the $A$'s leads to (11).

Theorems $a$ and $b$ are known. The same may probably be said about $c$ and $d$.

* Cf. Bell I, equation 4, 1.
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Stirling Numbers of the First Kind

<table>
<thead>
<tr>
<th>n</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>10</td>
<td>26</td>
<td>76</td>
<td>205</td>
<td>544</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>12</td>
<td>70</td>
<td>376</td>
<td>2744</td>
<td>24160</td>
<td>225792</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>84</td>
<td>784</td>
<td>8960</td>
<td>105040</td>
<td>1290240</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>18</td>
<td>144</td>
<td>1584</td>
<td>21304</td>
<td>302400</td>
<td>4423680</td>
</tr>
</tbody>
</table>

Stirling Numbers of the Second Kind

<table>
<thead>
<tr>
<th>n</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>18</td>
<td>90</td>
<td>315</td>
<td>714</td>
<td>1155</td>
<td>1430</td>
<td>1430</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>22</td>
<td>126</td>
<td>525</td>
<td>1260</td>
<td>2310</td>
<td>3003</td>
<td>3003</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>3</td>
<td>26</td>
<td>170</td>
<td>714</td>
<td>2016</td>
<td>4368</td>
<td>8008</td>
<td>11440</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
<td>30</td>
<td>182</td>
<td>840</td>
<td>2670</td>
<td>6460</td>
<td>13132</td>
<td>22168</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>3</td>
<td>34</td>
<td>206</td>
<td>1001</td>
<td>3432</td>
<td>8008</td>
<td>15120</td>
<td>25576</td>
</tr>
</tbody>
</table>

4. Expansion of $E_n(x)$. Summary of known results. For the computations of the coefficients of $E_n(x) = e^{x-1}$, Bell uses the explicit formula

$$B_n = \left( \frac{\Delta}{1!} + \frac{\Delta^2}{2!} + \frac{\Delta^3}{3!} + \ldots + \frac{\Delta^n}{n!} \right) 0^n \ldots$$

(12)
which, in view of the combinational properties of the $\Delta$'s, may be written as
\[ B_n = [1 + x - 2 + x - 3 + x - 4 + \ldots + x(n - 2) + x(n - 1) + 1] \ldots \] (13)

As far as the writer knows, this is the only explicit formula given in the literature for the computation of the $B$'s.

Formulas (13) and (6) yield the following:

THEOREM. The coefficient of $\frac{x^n}{n!}$ in the expansion of $e^{x^n - 1}$ is equal to the sum of the coefficients in Stirling's factorial expansion of $x^n$.

By the use of Cayley's table of Stirling Numbers Bell compiled the following table of the first 20 $B$'s.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$B_n$</th>
<th>$n$</th>
<th>$B_n$</th>
<th>$n$</th>
<th>$B_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>877</td>
<td>9</td>
<td>21147</td>
<td>16</td>
<td>115975</td>
</tr>
<tr>
<td>3</td>
<td>4140</td>
<td>10</td>
<td>678370</td>
<td>17</td>
<td>1382955545</td>
</tr>
<tr>
<td>4</td>
<td>21147</td>
<td>11</td>
<td>4213597</td>
<td>18</td>
<td>10480142147</td>
</tr>
<tr>
<td>5</td>
<td>678370</td>
<td>12</td>
<td>27044437</td>
<td>19</td>
<td>5832742205057</td>
</tr>
<tr>
<td>6</td>
<td>4213597</td>
<td>13</td>
<td>51724155823372</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Williams computed the first 14 $B$'s from the symbolic recurrence formula
\[ B_{n+1} = (1 + B)^n \] (14)

which will be shown to be a special case, for $n = 2$, of a general recurrence formula for $E_n(x)$.

H. W. Becker, in the solution of a problem proposed by D. H. Browne, uses an algorithm based on (14) to find

\[ B_{32} = 286 \quad 600 \quad 203 \quad 019 \quad 560 \quad 266 \quad 563 \quad 340 \quad 426 \quad 570 \]

One of the most significant propositions in Williams' paper is Dobinski's ingenious definition of the $B$'s, namely,
\[ B_n = \frac{1}{e} \sum_{r=0}^{\infty} r^n e^{r} \] (15)

from which he derives, among other things, the beautiful theorem
\[ \sum_{r=0}^{\infty} \frac{(ar + b)^n}{r!} = (aB + b)^n \] (16)

where the exponents of the $B$'s are to be taken as subscripts.

\[ ^{1} \text{Am. M. Monthly, v. 48, 1941, p. 701-702.} \]
5. Extension of Above Results. Formulas (15)–(16), combined with Stirling’s formula (6) enable us to derive and prove the following propositions in a less cumbersome way than would otherwise be possible. In all of these formulas the operation of multiplication is symbolic: that is, the exponents of the B's are to be replaced by exponents.

**Lemma 1.** \[ B_n = (B + 2)^n + (B + 1)^n. \] (17)

**Proof.** By (10) and (11)

\[
B_n = \frac{1}{e} \sum_{r=0}^{n} \frac{r^n}{r!} = \frac{1}{e} \sum_{r=0}^{n-2} \frac{r^{n-2}}{(r-2)!} + \frac{1}{e} \sum_{r=0}^{n-1} \frac{r^{n-1}}{(r-1)!}.
\]

By Stirling’s formula (6), \( r^2 = r(r - 1) + r \). Hence

\[
B_n = \frac{1}{e} \sum_{r=0}^{n-2} \frac{r^{n-2}}{r!} \cdot r^{(2)} + \frac{1}{e} \sum_{r=0}^{n-2} \frac{r^{n-2}}{r!} \cdot r = \frac{1}{e} \sum_{r=0}^{n-2} \frac{r^{n-2}}{(r-2)!} + \frac{1}{e} \sum_{r=0}^{n-1} \frac{r^{n-2}}{(r-1)!} = \frac{1}{e} \sum_{r=0}^{n} \frac{(r-2 + 2)^{n-2}}{(r-2)!} + \frac{1}{e} \sum_{r=0}^{n-1} \frac{(r-1 + 1)^{n-2}}{(r-1)!} = (B + 2)^{n-2} + (B + 1)^{n-2}.
\]

**Lemma 2.** \[ B_n = (B + 3)^{n-3} + 3(B + 2)^{n-3} + (B + 1)^{n-3}. \] (17a)

**Proof.** As before, \( B_n = \frac{1}{e} \sum_{r=0}^{n} \frac{r^n}{r!} = \frac{1}{e} \sum_{r=0}^{n-3} \frac{r^{n-3}}{r!} \cdot r^3 = \frac{1}{e} \sum_{r=0}^{n-3} \frac{r^{n-3}}{r!} \times (r^{(3)} + 3r^{(2)} + r) = \frac{1}{e} \sum_{r=0}^{n-3} \frac{r^{n-3}}{(r-3)!} + \frac{3}{e} \sum_{r=0}^{n-3} \frac{r^{n-3}}{(r-2)!} + \frac{1}{e} \sum_{r=0}^{n-3} \frac{r^{n-3}}{(r-1)!} = \frac{1}{e} \sum_{r=0}^{n-3} \frac{(r-3 + 3)^{n-3}}{(r-3)!} + \frac{3}{e} \sum_{r=0}^{n-3} \frac{(r-2 + 2)^{n-3}}{(r-2)!} + \frac{1}{e} \sum_{r=0}^{n-3} \frac{(r-1 + 1)^{n-3}}{(r-1)!} = (B + 3)^{n-3} + 3(B + 2)^{n-3} + (B + 1)^{n-3}.
\]

In a similar manner we get

\[ B_4 = (B + 4)^{n-4} + 6(B + 3)^{n-4} + 7(B + 2)^{n-4} + (B + 1)^{n-4} \] (17b)

\[ B_5 = (B + 5)^{n-5} + 10(B + 4)^{n-5} + 25(B + 3)^{n-5} + 15(B + 2)^{n-5} + (B + 1)^{n-5}. \] (17c)

All of these relationships are special cases of the following general theorem:

\[ B_n = (B + k)^{n-k} + (k - 1)(B + k - 1)^{n-k} + \ldots + (n-2)(B + 2)^{n-k} + (B + 1)^{n-k}. \] (18)
Proof. \( B_n = \frac{1}{e} \sum_{r=0}^{m} \frac{r^n}{r!} \). By Stirling's formula

\[
\frac{r^n}{r!} = \frac{r^{n-k}}{r!} \cdot r^k = \frac{r^{n-k}}{r!} \cdot [r^{(k)} + i(k - 1)r^{(k-1)} + \ldots + \frac{1}{r-2}r^{(2)} + 1] = \\
\frac{r^{n-k}}{(r-k)!} \cdot \frac{r^{n-k}}{(r-k+1)!} \cdot \ldots \cdot \frac{r^{n-k}}{(r-2)!} \cdot \frac{r^{n-k}}{(r-1)!}.
\]

Substituting in the expression for \( B_n \) and applying (16) we obtain the proposition.\(^6\)

For \( n = k, (18) \) becomes

\[
B_k = 1 + i(k - 1) + i(k - 2) + \ldots + i - 2 + 1. \quad (18a)
\]

Hence (13) is a special case of (18).

Putting \( n = k + 1 \), we get

\[
B_{k+1} = 2 + 3 \cdot i - 2 + 4 \cdot i - 3 + \ldots + k \cdot i(k - 1) + (k + 1). \quad (18b)
\]

an explicit formula giving the \( B \) next to the one obtained from (13).

Subtracting (18b) from (18c), we get

\[
1 + 2 \cdot i - 2 + 3 \cdot i - 3 + \ldots + (k - 1) \cdot i(k - 1) + k = \\
B_{k+1} - B_k. \quad (19)
\]

This is one of a series of formulas obtained by putting, in (18), \( n = k, k + 1, k + 2, k + 3, k + 4, \ldots \) Thus

\[
1^2 + 2^2 \cdot i - 2 + \ldots + (k - 1)^2 \cdot i(k - 1) + k^2 = B_{k+2} - 2B_{k+1} \]

\[
1^3 + 2^3 \cdot i - 2 + \ldots + (k - 1)^3 \cdot i(k - 1) + k^3 = B_{k+3} - 3B_{k+2} + B_k \]

\[
1^4 + 2^4 \cdot i - 2 + \ldots + (k - 1)^4 \cdot i(k - 1) + k^4 = B_{k+4} - 4B_{k+3} + 4B_{k+2} + B_k \]

\[
1^5 + 2^5 \cdot i - 2 + \ldots + (k - 1)^5 \cdot i(k - 1) + k^5 = B_{k+5} - 5B_{k+4} + 10B_{k+3} + 5B_{k+2} - 2B_k \]

\[
1^6 + 2^6 \cdot i - 2 + \ldots + (k - 1)^6 \cdot i(k - 1) + k^6 = B_{k+6} - 6B_{k+5} + 20B_{k+4} + 15B_{k+3} - 12B_{k+2} - 9B_{k+1} - 9B_k. \]

6. Other Relationships. A more compact explicit formula for computing \( B_n \) is obtained from (18a) by substituting for the various Stirling Numbers their values according to the well-known formula

\(^6\)Another proof of (18) is given by John Riordan in, "The Number of Impedances of an Terminal Network," Bell System Technical Journal, v. 18, 1939, p. 312.
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\[ n^k = \sum_{i=0}^{k} \binom{k}{i} (k - 1)^i. \]  

(20)

Simplifying the result we get

\[ n!B_n = n^n + \binom{n}{2}(n - 2)^n + 2\binom{n}{3}(n - 3)^n + 9\binom{n}{4}(n - 4)^n + \ldots \]

or

\[ n!B = \sum_{k=0}^{n-1} \alpha_k \binom{n}{k} (n - k)^n, \]  

(21)

where \( \alpha_0 = 1, \alpha_1 = 0, \alpha_2 = 1, \alpha_3 = k, \alpha_4 = k\alpha_3 + (-1)^k. \)

For the convenience of computation a few of the \( \alpha \)'s are listed:

\[ \alpha_0 = 1, \alpha_1 = 0, \alpha_2 = 1, \alpha_3 = 2, \alpha_4 = 9, \alpha_5 = 44, \alpha_6 = 265, \alpha_7 = 1854. \]

\( \alpha_k \) will be easily recognized as the number of permutations of the first \( k \) natural numbers in which no one of the numbers 1, 2 \ldots \( k \) is in its right place.\footnote{E. Netto, *Lehrbuch der Combinatorik*, 2nd edition, Leipzig, Berlin, 1937, p. 67. Another recurrence given by Netto is \( \alpha_k = (n - 1)(\alpha_{k-1} + \alpha_{k-2}). \) A formula equivalent to (21) was given by Ugo Broggi in Instituto Lombardo Rend., v. 51, 1933, p. 196-202. (Ms. John Riordan in a letter to the editor.)}

Examples: 
\[ 5!B_3 = 5^5 + \binom{5}{2}3^5 + 2\binom{5}{3}3^4 + 9\binom{5}{4}3^3. \]

\[ 6!B_5 = 6^6 + \binom{6}{2}4^6 + 2\binom{6}{3}3^6 + 9\binom{6}{4}2^6 + 44\binom{6}{5}. \]

Simplified forms of (21) can be derived from (18) by transposing some of the terms \( 1, i(k - 1) \ldots \) before substituting for the others their values from (20). Thus, we have

\[ (n - 1)!(B_n - 1) = (n - 1)^n + \binom{n}{2}(n - 3)^n + \ldots = \sum_{k=0}^{n-2} \alpha_k \binom{n}{k} (n - k - 1)^n, \]

\[ (n - 2)\left[ B_n - 1 - \frac{n(n - 1)}{2} \right] = \sum_{k=0}^{n-2} \alpha_k \binom{n}{k} (n - 2 - k)^n. \]
7. B's as Determinants. Expanding (14) for \( n = 1, 2, 3, \ldots \), and solving the resulting equations, we get

\[
B_2 = \begin{vmatrix} 1 & -1 \\ 1 & 1 \end{vmatrix}, \quad B_3 = \begin{vmatrix} 1 & -1 & 0 \\ 1 & 1 & -1 \\ 1 & 2 & 1 \end{vmatrix},
\]

\[B_{n+1} = \begin{vmatrix} 1 & -1 & 0 & 0 \\ 1 & 1 & -1 & 0 \\ 1 & 2 & 1 & -1 \\ \vdots & \vdots & \vdots & \vdots \\ 1 & n & n & n & -1 \\ 1 & 1 & 2 & 3 & 4 \end{vmatrix} \quad (22)\]

Another form is obtained by applying (9) to

\[
E_2(x) = e^{x - 1} = e^x e^{x^2/2!} e^{x^3/3!} \cdots =
\]

\[
1 + x + \frac{x^2}{2!} \frac{1}{1!} + \frac{x^3}{3!} \frac{1}{1!} \frac{1}{1!} + 2! + \ldots
\]

Hence

\[
B_n = \begin{vmatrix} 1 & -1 & 0 & 0 \\ 1 & 1 & -2 & 0 \\ 1 & 1 & 1 & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 1 & n & (n-1) & 1 \end{vmatrix} \quad (22a)
\]

Since \( x + \frac{x^2}{2!} + \frac{x^3}{3!} + \ldots = \log \left( 1 + B_1 x + B_2 \frac{x^2}{2!} + \ldots \right) =

\[
B_2 x - \frac{1}{2} x^2 \begin{vmatrix} B_2 & 1 \\ B_1 & B_1 \end{vmatrix} + \frac{1}{3} x^3 \begin{vmatrix} B_3 & B_1 \\ B_2 & B_1 \end{vmatrix} \frac{1}{2!} + \ldots
\]
we must have
\[ n - 1! \begin{array}{cccccc}
B_1 & 1 & 0 & \cdots & 0 \\
B_2 & B_3 & \cdots & & \\
1! & 1! & 1 & & 0 \\
B_3 & B_4 & B_5 & \cdots & 0 \\
2! & 2! & 1! & & \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_n & B_{n-1} & B_{n-2} & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
n - 1! & n - 1! & n - 2! & \cdots & B_1
\end{array} = (-1)^{n-1} \]

8. The General Case. Let \( E_n(x) = 1 + \alpha_1 x + \alpha_2 \frac{x^2}{2!} + \cdots \) and
\[ E_{n+1}(x) = 1 + \beta_1 x + \beta_2 \frac{x^2}{2!} + \cdots \]
By (3), \( E_{n+1}(x) = e^{E_n(x)} - 1 \), or
\[ 1 + \beta_1 x + \beta_2 \frac{x^2}{2!} + \cdots = e^{\alpha_1 x + \alpha_2 \frac{x^2}{2!} + \cdots} \]

Differentiating both sides we get
\[ \beta_1 + \beta_2 x + \beta_3 \frac{x^2}{2!} + \cdots = \left(1 + \beta_1 x + \beta_2 \frac{x^2}{2!} + \cdots\right) \left(\alpha_1 + \alpha_2 x + \alpha_3 \frac{x^3}{3!} + \cdots\right) \]

Multiplying and collecting terms we obtain a result which may be expressed symbolically as
\[ \beta_{k+1} = \alpha (\beta + \alpha)^k \]

This formula yields the means of computing the coefficients of any exponential \( E_n(x) \) from those of the exponential of the immediately lower order. This formula is equivalent to (2.1) of Bell II.

For the sake of easier reference we shall adopt \( A_n, B_n, C_n, \ldots \) as symbols of the coefficients of \( E_n(x), E_2(x), E_3(x), \ldots \). That is
\[ E_1(x) = e^x = 1 + \sum_{k=1}^{\infty} A_k \frac{x^k}{k!} \text{ or, symbolically, } e^{Ax} \]
\[ E_2(x) = e^{x+1} = 1 + \sum_{k=1}^{\infty} B_k \frac{x^k}{k!} \text{ or, symbolically, } e^{Ax} \]
Similarly \( E_3(x) = e^{e^x} \), \( E_2(x) = e^{e^x} \), \( E_3(x) = e^{e^x} \). We shall have then by (23)

\[
B_{k+1} = A(B + A)^k = (B + 1)^k, \quad C_{k+1} = B(C + B)^k, \quad D_{k+1} = C(D + C)^k, \quad E_{k+1} = D(E + D)^k. \quad (23a)
\]

We have seen how Williams used the first of these formulas for the computation of the first 14 \( B \)'s, that is, the coefficients of \( E_2(x) \). To compute the \( C \)'s, or the coefficients of \( E_3(x) \), we can use the second formula, namely

\[
C_{k+1} = B(C + B)^k
\]

obtaining the coefficients 1, 3, 12, 60, 358, 2471, 19302, ... .

The same method is used in computing the coefficients of \( E_4(x) \), \( E_5(x) \), and \( E_6(x) \), given in the table below.

We shall now derive explicit formulas for the coefficients of \( E_{n+1}(x) \) in terms of those of \( E_n(x) \).

By the second part of (3)

\[
E_{n+1}(x) = E_n(e^x - 1)
\]

or

\[
1 + \beta_0 x + \beta_1 \frac{x^2}{2!} + \beta_2 \frac{x^3}{3!} + \ldots = 1 + a_1 (e^x - 1) + a_2 \frac{(e^x - 1)^2}{2!} + \ldots
\]

Expanding and comparing coefficients we get

\[
\beta_0 = a_0, \quad \beta_1 = a_1 + a_2, \quad \beta_2 = a_1 + 2a_2 + a_3,
\]

In general

\[
\beta_k = \sum_{i=0}^{k} (-1)^{k-i} a_i \quad (24)
\]

that is

\[
C_k = \sum_{i=1}^{k} (-1)^{k-i} B_i, \quad D_k = \sum_{i=1}^{k} (-1)^{k-i} C_i.
\]

To develop formulas leading from \( E_{n+1}(x) \) to \( E_n(x) \) we observe that

\[
E_n(x) = E_{n+1} \left[ \log(1 + x) \right], \quad \text{or}
\]

\[
1 + a_0 x + a_1 \frac{x^2}{2!} + \ldots = 1 + \beta_1 \log (1 + x) + \frac{\beta_1^2}{2!} \log^2 (1 + x) + \ldots =
\]

\[
1 + \beta_0 x + (\beta_2 - \beta_0) \frac{x^2}{2!} + (\beta_3 - 2\beta_2 + 2\beta_1) \frac{x^3}{3!} + \ldots
\]
Hence

\[ \alpha_{k} = \sum_{k=0}^{k} (-1)^{k}a_{k-1} \]

or

\[ \frac{\partial}{\partial t} \beta(\beta - 1)(\beta - 2) \ldots (\beta - k) = \beta^{(k)} \]  \hspace{1cm} (25)

or, recalling that \( E_{1}(x) = e^{x} \), \( E_{2}(x) = e^{2x} \), \( E_{3}(x) = e^{3x} \), ...

\[ A_{k} = B^{(k)} \hspace{1cm} (25a) \]
\[ B_{k} = C^{(k)} \hspace{1cm} (25b) \]
\[ C_{k} = D^{(k)} \hspace{1cm} (25c) \]

It should be noted here that formula (25) is identical with (2.3) in Bell's second paper, while the special case (25a) is equivalent to Theorem 5 in Williams's paper. In fact, since \( A_{1} = A_{2} = \ldots = A_{k} = 1 \), (25a) becomes \( B^{(k)} = 1 \), or

\[ B(\beta - 1) \ldots (B - n + 1) = 1. \]

Again, since \( A_{k} = A_{2} = \ldots = A_{k} = 1 \), \( A^{(k)} = 0 \), for all values of \( k \) except \( k = 1 \). Hence, if we put \( E_{0}(x) = e^{x} \) we shall have \( h_{1} = 1 \), \( h_{2} = h_{3} = \ldots = h_{4} = 0 \) so that \( E_{0}(x) = 1 + x \).

9. Expansion of \( E_{-n}(x) \). Using the symbolic notation

\[ E_{-1}(x) = e^{x} = 1 + a_{1}x + a_{2}\frac{x^{2}}{2!} + \ldots = 1 + \log(1 + x) \]

\[ E_{-2}(x) = e^{2x} = 1 + b_{1}x + b_{2}\frac{x^{2}}{2!} + \ldots = 1 + \log[1 + \log(1 + x)] \]

\[ E_{-3}(x) = e^{3x} = 1 + c_{1}x + c_{2}\frac{x^{2}}{2!} + \ldots = 1 + \log[1 + \log(1 + x)] \]

\[ \log[1 + \log(1 + x)] \]

We shall have \( a_{1} = h_{1} = 1 \), \( a_{2} = h(k - 1) = h_{2} - h_{1} = -1 \), \( a_{3} = h(k - 1)(k - 2) = h_{3} = 3h_{2} + 2h_{1} = 2 \)
\[ a_{4} = h(k - 1)(k - 2)(k - 3) = -3! \] Similarly \( a_{4} = 4! \), \( a_{6} = -5! \)

Hence \( E_{-1}(x) = 1 + x - \frac{lx^{2}}{2!} + \frac{2lx^{3}}{3!} - \frac{3lx^{4}}{4!} + \ldots \)

To calculate the coefficients of \( E_{-2}(x) = 1 + \log[1 + \log(1 + x)] = e^{x} \) we again use formula (25) according to which \( b_{1} = a^{(1)} \) and we have

\[ b_{1} = a_{1} = 1, \]
\[ b_{2} = a^{(2)} = 2 - 1 = a_{2} = 0, \]
\[ b_{3} = a_{3} = 3a_{2} + 2a_{1} = 7, \]
\[ b_{4} = (a - 1)(a - 2)(a - 3) = -3, \]
In a similar way we find that the coefficients of \( E_{-3}(x) = e^x \) are
\[ c_1 = 1, c_2 = -3, c_3 = 15, c_4 = -105, \text{ etc.} \]

It is noteworthy that the Stirling Numbers of the first kind play in the same part in descending from \( E_n(x) \) to \( E_{n-1} \cdot x \) as the Stirling Numbers of the second kind in ascending from \( E_n(x) \) to \( E_{n+1} \cdot x \).

The results of \( \S \S 8 \) and 9 are embodied in the following table.

**Coefficients of \( E_n(x) \)**

<table>
<thead>
<tr>
<th>( n )</th>
<th>( x^0 )</th>
<th>( x^1 )</th>
<th>( x^2 )</th>
<th>( x^3 )</th>
<th>( x^4 )</th>
<th>( x^5 )</th>
<th>( x^6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>51</td>
<td>561</td>
<td>7955</td>
<td>120196</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>35</td>
<td>315</td>
<td>3455</td>
<td>44590</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>22</td>
<td>154</td>
<td>1304</td>
<td>12915</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>12</td>
<td>60</td>
<td>338</td>
<td>2471</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>15</td>
<td>52</td>
<td>203</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>2</td>
<td>-3</td>
<td>4</td>
<td>-5</td>
</tr>
<tr>
<td>-2</td>
<td>1</td>
<td>1</td>
<td>-2</td>
<td>7</td>
<td>-35</td>
<td>228</td>
<td>-1894</td>
</tr>
<tr>
<td>-3</td>
<td>1</td>
<td>1</td>
<td>-3</td>
<td>15</td>
<td>-105</td>
<td>967</td>
<td>-10472</td>
</tr>
<tr>
<td>-4</td>
<td>1</td>
<td>1</td>
<td>-4</td>
<td>26</td>
<td>-234</td>
<td>2690</td>
<td>-37019</td>
</tr>
<tr>
<td>-5</td>
<td>1</td>
<td>1</td>
<td>-5</td>
<td>40</td>
<td>-440</td>
<td>6170</td>
<td>-105315</td>
</tr>
<tr>
<td>-6</td>
<td>1</td>
<td>1</td>
<td>-6</td>
<td>57</td>
<td>-741</td>
<td>12244</td>
<td>-245755</td>
</tr>
</tbody>
</table>

Certain properties of these numbers will be discussed in a subsequent article.
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